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  ABSTRACT  

 
 Spatial data mining is a method for extracting useful information from geographical databases. 

Collecting massive volumes of geographical data for uses as diverse as geospatial analysis and 

biomedical research has made this a very demanding area of study. There has been an exponential 

growth in the quantity of geographic data collected. Therefore, it was incomprehensible to humans. 

In the realm of geographic databases, clustering has emerged as a key data mining technique for 

discovering new information. There has been a lot of focus on, and proposal of, novel clustering 

algorithms for development in recent years. An early density-based clustering method was DBSCAN. 

It is capable of extracting clusters of varying sizes and forms from massive datasets that include 

noise and outliers. Using synthetic two-dimensional geographical data sets, this study presents the 

findings of assessing the qualities of density-based clustering characteristics of three clustering 

algorithms: DBSCAN, k-means, and SOM 
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Introduction 

Researchers are actively studying clustering since it is a crucial tool in data mining. The goal 

of clustering is to divide a collection of items into groups based on their similarities within 

each group, rather than the differences between them. Clustering methods including K-

MEANS, CLARANS, BIRCH, CURE, DBSCAN, OPTICS, STING, and CLIQUE have 

been developed for huge datasets. Several groups can be formed by classifying these 

algorithms. The three most common types are density-based, hierarchical, and partitioning. 

When applied to massive amounts of data stored in massive databases, all of these techniques 

aim to tackle the clustering difficulties. But they're all not top-notch [1-8]. 

A cluster is defined as a high-density region in data space partitioned by low-density regions 

in density-based clustering algorithms. These techniques are used to locate clusters of any 

shape in databases containing noise. One example of a density-based clustering method is 

DBSCAN, which stands for Density Based Spatial Clustering of Applications with Noise. 

In this study, we compare and contrast three clustering algorithms—DBSCAN, k-means, 

and SOM—based on their density-based clustering features [9–15]. 

Scanner for DBS 

There was a density-based spatial clustering technique called DBSCAN that could handle 

noise. According to researchers [12-17], it is capable of detecting clusters of any shape by 

means of increasing the density of its growth areas. That was the concept: 

1. The neighbors of an item that are inside an ε semi-circle 

2. A kernel object has a semi-diameter and a predetermined minimum number (MinP) of 

neighbors. 
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p can obtain "direct density reachable" from q if p is the ε-neighbor of q in a set D and q is a 

kernel object. 

 The DBSCAN Procedure: A Walkthrough 

One parameter, epsilon, and one, minimum points, are needed by DBSCAN. The program 

begins at a random, unexplored location. Then, it locates every point that is adjacent to the 

initial point and is within an eps distance. A cluster is created when the number of neighbors 

is exactly or slightly more than minPts. It adds the initial place and its neighbors to a cluster 

and marks the beginning point as visited. After that, the algorithm iteratively evaluates each 

neighbor. The point is classified as noise if there are less neighbors than minimum Pts. The 

method continues to run over the remaining unvisited locations in the dataset if a cluster is 

fully expanded, meaning all points within reach have been visited [16-34]. 

Advantages 

1. One advantage of DBSCAN over k-means is that it does not necessitate knowing the 

number of clusters in the data in advance. 

2. Clusters of any shape may be located using DBSCAN. Finding clusters entirely encircled 

by another cluster that is not connected to it is also within its capabilities. The MinPts 

parameter is responsible for reducing the so-called single-link effect, which occurs when 

various clusters are linked by a thin line of points [35-53]. 

3. DBSCAN understands what noise is. 

4. DBSCAN is mostly unaffected by the ordering of the database points and just needs two 

parameters. 

The downsides 

1. The quality of the distance measure in the getNeighbors(P,epsilon) function determines 

how well DBSCAN can cluster data. The euclidean distance is the standard for measuring 

distances. When dealing with data that has a lot of dimensions, this distance measure 

becomes practically meaningless. 

2. Hierarchical data sets, which contain data sets with different densities, do not yield good 

results when run with DBSCAN [45-69]. 

K-Means Clustering Computer Programme 

All records (henceforth "points") in a certain subset "belong" to the same center in the k-

means algorithm's simplistic partitioning of the dataset into 'k' subsets. Points inside a certain 

subset also cluster around that center more densely than any other center. The approach uses 

basic iterations while keeping track of the subset centroids. We randomly initialize the 

centroids to certain places in the region of space for the initial partitioning. The current 

collection of centroids is used to produce a new set of centroids in two fairly straightforward 

stages throughout each iteration phase [70-87]. The set of centroids following the ith iteration 

is denoted by C(i). In the stages, the following procedures are carried out: 
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When recalculating the partitions does not alter the partitioning, we say that the algorithm 

has converged. When C(i) and C(i-1), according to our definition, are equal, we say that the 

algorithm has converged fully. The convergence criterion mentioned earlier can always be 

satisfied in configurations where no point is equally far from more than one center. The k-

means method is appealing because of its simplicity and convergence feature [88-109]. For 

each dataset point, k-means must execute a plethora of "nearest-neighbour" searches. The 

iteration cost is O(kdN) if the dataset contains 'N' points and the data is 'd' dimensional. It is 

usually not practical to perform the naïve k-means algorithm for a large number of points 

since doing so would require running several iterations. It may take many rounds for the 

centroids to converge, meaning that C(i) and C(i+1) are equal. The centroids have also 

moved very little in the last many rounds. We require a metric for the convergence of the 

centroids to enable us to halt the iterations upon meeting the convergence requirements, as 

doing the costly iterations an excessive number of times may not be efficient. The distortion 

metric is the gold standard [110-118]. 

The SOM Method 

Neural network techniques that employ competitive unsupervised learning include self-

organizing maps (SOMs) and self-organizing feature maps (SOFMs). The fundamental 

principle of learning is that a node's actions should have no effect on nodes or arcs outside 

its immediate vicinity. The starting weights are given at random and can be tweaked as the 

learning process progresses to get optimal outcomes. This learning process finds patterns or 

characteristics in the data that weren't there before, and then adjusts the weights based on 

that. The concept is frequently called a Kohonen map since it was originally described by 

the Finnish academic Teuvo Kohonen [119-125]. 

A self-organizing map is a feed-forward network with one layer that arranges its output 

syntaxes in a low-dimensional grid, often 2D or 3D. All of the neurons that produce an output 

have an input. Each neuron has an associated weight vector that is of the same dimensions 

as the input vectors. Associating SOM lattice components to react similarly to certain input 

patterns is the learning objective in the self-organizing map [35–56]. 

Education on SOM 

The first step is to establish the learning rate and weights. The network is given the input 

vectors that need to be clustered. The winning unit is determined using either the sum of 

products technique or the Euclidean distance approach, depending on the initial weights, 

once the input vectors have been provided [124-134]. 

The victorious unit's weights are updated according to its choices. When the network has 

received all of the input vectors, we say that the epoch is over. Multiple training epochs can 

be executed by adjusting the learning rate. 

Just below this, in picture 1, you can see a two-dimensional Kohonen Self-Organizing 

Feature Map network. 
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Assessment and Findings A Database for Testing 

The clustering algorithms' performance was assessed by analyzing their density-based 

clustering features on two-dimensional geographical data sets [88-105]. 

A few of the primary reference publications for the DBSCAN algorithm's guideline pictures 

were used to produce the first type of data sets. Accordingly, the picture format was used to 

manage that data. The algorithms were tested using the geographic data type shown in figure 

2 [106-124]. 

Conclusion 

Class identification in geographical databases is an appealing use of clustering techniques. 

Using synthetic two-dimensional geographical data sets, this article compared the 

performance of three clustering algorithms: DBSCAN, k-means, and SOM. We used 

MATLAB 6.5 to develop the system. As far as the geographic data sets are concerned, 

DBSCAN outperforms the other two algorithms and yields identical clusters to the input 

data.. 
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